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New York City Imposes Stringent 
Requirements on Use of Artificial 

Intelligence in Workplace Hiring and 
Promotions

By Gary D. Friedman

The author discusses the key requirements of a new law regulating 
the use of artificial intelligence in hiring and promotion decisions in 
New York City.

On December 11, 2021, Int. 1894-2020A, a new bill regulating the use 
of artificial intelligence in hiring and promotion decisions in New 

York City, became law after then-Mayor Bill de Blasio neither signed nor 
vetoed the bill passed by the New York City Council on November 10, 
2021. The new law, one of the first of its kind in the country, imposes 
stringent requirements for annual bias audits and disclosures to pro-
spective and current employees. The law is scheduled to go into effect 
January 1, 2023.

This article highlights the key new requirements of the law.

REQUIRED BIAS AUDIT FOR ARTIFICIAL INTELLIGENCE 
TOOLS

• Employers must ensure that any “automated employment deci-
sion tool” has been the subject of a “bias audit” no more than 
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one year prior to use. The results of the bias audit must be 
made publicly available on the employer’s or employment 
agency’s website prior to use.

• “Automated employment decision tool” is defined broadly to 
include “any computational process, derived from machine 
learning, statistical modeling, data analytics, or artificial intel-
ligence, that issues simplified output, including a score, classi-
fication, or recommendation, that is used to substantially assist 
or replace discretionary decision making for making employ-
ment decisions that impact natural persons.”

• “Bias audit” is defined as “an impartial evaluation by an inde-
pendent auditor,” which evaluation must include the assess-
ment of disparate impact on the basis of race/ethnicity and sex.

° The new law does not define what constitutes an “impartial 
evaluation,” nor does it explain who will be considered an 
“independent auditor.” It is unclear whether employers that 
use artificial intelligence tools provided by third-party ven-
dors can rely on a disparate impact analysis conducted by 
the vendor itself.

° The new law does not explicitly require that the bias audit 
address other protected characteristics, such as age, dis-
ability, sexual orientation, national origin, or religion. 
Nevertheless, employers should consider including such 
characteristics in any bias audit.

PROVIDING INFORMATION TO EMPLOYEES AND 
CANDIDATES

• Employers must notify employees or candidates who “reside in 
the city” of the following: (1) that an automated employment 
decision tool will be used in connection with an employment 
decision, and (2) the job qualifications and characteristics that 
the tool will use to assess the employee or candidate.

° The limitation of this requirement to employees and candi-
dates who “reside in the city” may be difficult to address in 
practice. Employers should evaluate whether they collect res-
idential information about all applicants, and how to address 
this requirement with an increasingly remote workforce.

° Employers should monitor any guidance issued, as this 
requirement is unclear in several respects. For example, it 
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is not clear whether a non-New York City-based employer, 
where the hiring emanates from an office outside of New 
York City, would have to notify an applicant who will reside 
in the city. It also is not clear whether an employer will 
need to notify a job applicant who primarily resides outside 
of New York City, but stays in the city on occasion.

• Employees and candidates must be notified no fewer than 10 
business days before use of the tool. Employers should ensure 
that their hiring timeline allows for this 10-day notification 
period.

• Information about the type of data collected about employees 
and applicants, the source of that data, and the employer’s data 
retention policy must be provided within 30 days of a written 
request.

ALTERNATIVE SELECTION PROCESS OR 
ACCOMMODATION

• Applicants and employees shall be given the opportunity to 
request an alternative selection process or accommodation. 
The law does not suggest any alternatives.

• There may be additional guidance issued by New York City that 
may provide insight into whether this process is intended to 
resemble, for example, the reasonable accommodation request 
process under the Americans with Disabilities Act.

PENALTIES FOR NONCOMPLIANCE

• Penalties include a $500 civil penalty for a first violation, and a 
$500-$1,500 penalty for each additional violation. There is no 
private right of action established for employees or applicants.

• Each day of use of the automated employment decision tool in 
violation of the new law is considered a separate violation, and 
the new law does not provide for an overall cap on penalties.

KEY TAKEAWAYS

New York City’s new law seeks to remedy two key areas of concern 
in the discussion of artificial intelligence tools in employment decisions: 
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(1) disparate impact, and (2) the information imbalance that makes it dif-
ficult for applicants to assess discrimination in hiring.

The new law comes at a time of increased focus on the use of arti-
ficial intelligence in hiring. The U.S. Equal Employment Opportunity 
Commission (“EEOC”) recently announced that it is launching an initia-
tive on the use of artificial intelligence, including hosting listening ses-
sions and conducting research. EEOC Commissioner Keith Sonderling is 
leading the charge on this issue, and he has suggested that the EEOC 
intends to provide updated guidance to employers.

Current EEOC guidance addressing disparate impact resulting from 
employment tests and other evaluations was issued in 1978. Some states 
have already imposed requirements on employers. For example, Illinois 
requires employers to explain to applicants how an artificial intelligence 
tool will be used and to inform the applicant of the applicant’s charac-
teristics that will be tracked and evaluated. Just recently, the Washington 
D.C. Council proposed city legislation to protect individuals from algo-
rithms that make decisions (including but not limited to with respect to 
employment, credit, and housing) on the basis of an individual’s pro-
tected characteristics.
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